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Abstract
Demand Response (DR) has been proposed as an efficient and inexpensive solution to face the challenges of the evolving power system: to reduce peak demands and thus demands for additional generating capacity, and to improve localized energetic autonomy. The success of DR programs is highly dependent on the acceptance and reactions of end-users: their willingness to devolve control and/or to proactively adjust their energy using behaviours. However, experimental trials to identify the best DR configuration for each type of consumer is very costly. Here simulation has a valuable role to play, in identifying promising DR strategies, taking into account occupants characteristics.

This paper describes and evaluates a proof-of-concept extension of a multi-agent stochastic simulation platform that simulates occupants behaviours (No-MASS) to also simulate DR strategies. This is applied in the first instance to electrical devices in households: categorizing these as demand devices (e.g. large and small appliances, heating and hot water systems), supply devices (e.g. PV, cogeneration, wind turbines) and electrical storage devices (e.g. batteries, HEVs). The device-specific DR strategies are learned by our device-agents using machine (specifically reinforcement) learning, to maximize a function rewarding the utilization of locally generated energy. We close this paper by discussing our next steps to add further functionality to No-MASS for DR simulation.

Introduction
The power system at the distribution level is evolving towards decentralised monitoring, supply and control. Small-scale renewable energy generation and storage devices are increasingly incorporated into the network, which in turn needs intelligent management to fulfill local power demands. In this context, Demand Response (DR) strategies and technologies that modify consumption patterns in response to signals [e.g. price] is seen as a core and affordable technology to better allocate resources, without the need of costly upgrades to the current power distribution system. Simulation software is needed that is capable of modelling and optimising Demand Response (DR) strategies. To this end, we can articulate some key requirements R that a DR simulation platform should aim to satisfy. It should be capable of:

R1. Simulating demands for four appliance archetypes: i) switched on, regulated by and switched off by the user (e.g. cooker), ii) switched on by the user and off when a programme is complete (e.g. washing machine), iii) switched on and off according to some programme or schedule (e.g. hot water system), iv) continuous cycling (e.g. refrigerator). The user-interaction should be stochastic.

R2. Drawing power to satisfy demands from: i) local generation capacity, ii) local storage devices, iii) the local microgrid and/or the national grid; similarly of diverting locally generated power to either local demand and storage devices, or to the local/national grid.

R3. Deciding, to satisfy some objective function, where power should be drawn from/diverted to: rescheduling demands (or the provision of energy related services), given some pre-defined constraints related to service delivery (e.g. a washing machine may be activated after having been enabled, but must complete the wash by a predefined time).

R4. Presenting information to the user and emulating the users decision making rationale regarding the rescheduling of user-controlled devices.

R5. Accounting for diversity in the extent to which users are willing to relinquish control and to actively engage in behavioural change. Beckman (2013) notes that user engagement is crucial to the success of DR strategies.

R6. Facilitating the above for communities consisting of buildings with numerous demand devices and potentially numerous supply and storage devices which can communicate within and between buildings to achieve individual homeowners’ requirements; potentially also those of the local low voltage network to which they are connected (e.g. in terms of network stability and safety).

Several software tools have been developed that address subsets of these requirements, simulating resi-
Centralised and decentralised DR

Looking at the control mechanism implemented for the DR schemes, two main groups arise: centralised or decentralised programs. In the former, decisions on load re-scheduling or power dispatch are made by a central controller, informed by the operation of each individual element in the network. Optimization methods used in these cases range from traditional calculus methods to heuristic optimization. However, these approaches become challenging when large and complex networks are considered. On the other hand, decentralised DR schemes incorporate the ability of distributed decision-making, assuming a certain degree of intelligence of the devices involved (such as smart meters and appliances, power electronics and so on), which ensures direct communication between the elements in the network.

DR and Multi-Agent Simulation

Multi-agent systems (MAS) have been proposed in different power engineering applications, from marketplace simulations to operation and control methods of the power system. They have been exploited in different ways such as monitoring and diagnostics, distributed control, fault protection and modelling and simulation. Particular interest is posed in Multi-Agent systems being used for Demand Response, which present a highly flexible and extensible modelling approach for simulating D2D communication between supply, storage and demand devices: systems are defined in terms of agents which fulfill individual and collective goals, being able to compete, collaborate, negotiate and learn behaviours.

No-MASS background

As noted earlier, No-MASS (Nottingham Multi-Agent Stochastic Simulation) is a platform that was originally developed to model the presence, activities and related behaviours of synthetic occupants of buildings that are co-simulated with EnergyPlus using the Functional Mockup Interface standard. In this way it is straightforward to model occupants and their impacts on the energy performance and indoor comfort of the buildings they occupy. Interestingly, the architecture of No-MASS is readily extensible to also consider Device-to-Device (D2D) communications. Thus creating a platform that has the capability to simulate:

- Occupant-agents behaviours and interactions between them (our prior No-MASS).
- Device-agents behaviours and interactions between them (D2D).
- Interactions between occupants and devices.

In this paper we focus on the first two of these capabilities. The paper is organised as follows. After reviewing DR methods and optimization algorithms, we describe No-MASS and the algorithms that have been incorporated to support load re-scheduling and battery operation. We then illustrate the application of this new prototypical platform to estimate the effects of appliance load shifting and electrical storage with the objective of maximising the use of locally generated renewable energy of a domestic building. We close the paper by outlining forthcoming work to address the third of the above capabilities and to evaluate this new platform using empirical data.

This paper describes the extension to an existing Multi-Agent Stochastic Simulation platform (No-MASS), to comprehensively address this shortfall in DR simulation capability.

No-MASS was initially developed to model the presence, activities and related behaviours of synthetic occupants (agents) of buildings that are co-simulated with EnergyPlus using the Functional Mockup Interface standard. In this way it is straightforward to model occupants and their impacts on the energy performance and indoor comfort of the buildings they occupy. Interestingly, the architecture of No-MASS is readily extensible to also consider Device-to-Device (D2D) communications. Thus creating a platform that has the capability to simulate:

- Occupant-agents behaviours and interactions between them (our prior No-MASS).
- Device-agents behaviours and interactions between them (D2D).
- Interactions between occupants and devices.

In this paper we focus on the first two of these capabilities. The paper is organised as follows. After reviewing DR methods and optimization algorithms, we describe No-MASS and the algorithms that have been incorporated to support load re-scheduling and battery operation. We then illustrate the application of this new prototypical platform to estimate the effects of appliance load shifting and electrical storage with the objective of maximising the use of locally generated renewable energy of a domestic building. We close the paper by outlining forthcoming work to address the third of the above capabilities and to evaluate this new platform using empirical data.
ceiving the greatest number of votes, weighted by influence, being effected).

3. Use of a Belief-Desire-Intent (BDI) framework to emulate agents behaviours that are simple in character (e.g. closing curtains when it is dark, the closing of a window whilst bathing) but for which data is scarce.

4. Agent learning mechanisms to emulate agents behaviours that are simple in character (e.g. choice of heating set-points) and for which data is also scarce.

The architecture of No-MASS (and its coupling with EnergyPlus), the data-driven (Strategy 1) models and their application to the simulation of both domestic and non-domestic buildings are described in Chapman (2016). The extension of No-MASS to model agents negotiations and the data scarce modelling of both simple and more complex behaviours (Strategies 2-4) are described in (Chapman, 2016).

To facilitate the extension of No-MASS to handle DR simulation and optimisation (and indeed the more complete modelling of the impacts of occupants behaviours), our Strategy 1 models have been complemented with models of occupants ownership and use of large (Jaboob 2015) and small (Sancho-Tomás et al., 2017) electrical appliances. These models have themselves been complemented with models and data of electrical storage (an electric battery) and supply or conversion (a photovoltaic panel) devices; and of a low-voltage network model.

Workflow

Figure 1 illustrates the newly extended No-MASS architecture. First (upper left) a population generator creates a household of a size and demographic composition that is suited to the house being simulated (Le Thellier et al., 2017). Next the conventional No-MASS modelling tasks are executed. 

Household member agents are assigned archetypal properties (room associated with activities, clothing and activity characteristics which randomly assign to the population).
unique behaviour probabilistic models). Activities are then computed for the length of the simulation in a pre-process (for activities are not dependent upon environmental inputs); likewise electrical appliances are assigned to the household.

A loop then commences in which indoor/outdoor environment parameters are parsed from EnergyPlus to No-MASS for the present time step. From the pre-processed activities, agents’ location, activity and clothing level are set, from which metabolic heat gains are calculated.

A series of models predicting interactions with windows, shading devices, heating systems and lights are then called. For heating interactions, agent learning is employed to determine the transient setpoints that minimise a cost function that combines heating costs and discomfort costs. In the case of multiply-occupied spaces, social interactions are considered at this stage through the vote processor to determine the negotiated outcome. Finally, BDI rules are called for straightforward interactions for which data is scarce.

The workflow proceeds with the prediction of demands for small and large appliance, supply from energy conversion systems (only PV being enabled at this stage) and storage (only from batteries at present). Appliances are also shifted at this stage, again using agent learning, to maximise a cost reward function (of which more later). Although an LV network model has been developed and integrated with No-MASS, this is not currently utilised. It will be enabled in a future version in which No-MASS is configured to model multiple buildings simultaneously.

The calculation then proceeds to the next time-step, exiting this loop at the end of the simulation period. The corresponding physical models (for D2D modelling) are described below.

**Implementation: No-MASS for DR**

The extension of No-MASS will, once complete (for this paper describes a partial proof of concept), address the range of requirements outlined earlier. In its present form No-MASS addresses requirements R1 (demand models), R2 (various power flows) and R3 (DR optimisation), further explained in this section.

The strategies for achieving this are as follows:

- Develop mechanisms for D2D communications between energy conversion, storage and demand devices represented using the models described above.
- Implement strategies for load-shifting and optimal charge/discharge of a battery using agent learning algorithms. This will reflect whether or not multi-agent simulation and machine learning are effective approaches to test different DSM strategies on different socio-demographic groups.
- Extract or quantify differences when simulating residential electrical self-consumption/autonomy (or other DSM objectives) for different socio-demographic groups.

If successful, then No-MASS could potentially be used to evaluate scenarios involving human interaction and behaviour change (R4 and R5) and to support tariff design. For instance, we could assess to what extent active engagement of users increases electrical energy autonomy, or to what extent price signal impacts on behaviour change.

In its present form No-MASS is employed to simulate a single-house that follows a price-based DR scheme influencing the operation of two *smart* appliances and a battery storage system, with the objective of maximizing self-consumption from a rooftop PV panel. The following sections, explore in more detail the methods and algorithms used for this purpose.

**Electricity demand models (R1)**

The demand forecast models developed for No-MASS are based on stochastic methods. Devices have been classified in large appliances (high-load and commonly owned) and small appliances (range of low-load appliances), and follow two different modelling methodologies.

**Large Appliances**

Large appliances include the cooker, TV, microwave, washing machine and dishwasher. They have been modelled as a three-step process [Jabooli 2015]. First, the probability of switching on is predicted using a time-dependent Bernoulli process. Second, the duration for which devices will remain on is predicted using survival analysis. Finally, transitions between categories of fractional power demand (the fraction of maximum possible) are predicted as a Markov process, at 10 minute resolution. Probabilities of switching on are depicted in Figure 2.

**Small Appliances**

Small appliances are modelled as aggregations of appliances, following four categories: small appliances in the kitchen, audio-visual appliances, computing appliances and other appliances [Sancho-Tomás et al. 2017]. A multi-state survival model is used: eleven fractional energy (ratio to maximum energy) states are defined $f = \{0; 0-0.1; 0.1-0.2; \ldots; 0.9-1\}$. 

![Figure 2: Switch on probabilities of large appliances.](image-url)
The survival time that the appliances remain in one of those states is calculated using equation a Weibull distribution. A simplified flowchart of this process is represented in Figure 3.

**Heating**

Electrical demand for heating can be obtained thanks to the coupling of No-MASS with Energy Plus.

**Supply and power flow (R2)**

*Photovoltaic data*

However, for the current purpose of demonstrating the proof of concept of our proposed modelling approach, we are using measured performance data that characterise PV systems’ output in lieu of a predictive model. In the future we will of course integrate a suite of predictive energy conversion system models.

*Electric Battery Storage System*

A linear model has been implemented for the charge and discharge of the battery [Pholboon et al., 2015]. For the moment, conversion losses of the battery have been assumed to be constant with the State of Charge (SOC) and equal to 2%. In the case study, an energy storage system of 2kWh is taken into account.

**Low Voltage network model**

A forward/backward sweep solver has been used for power-flow analysis. It has been implemented as a recursive algorithm. In the case of a distribution network, recursion constitutes a method to efficiently solve branched networks. During the forward sweep, the currents and voltages at each node depend on the currents and voltages at the child nodes connected to them (one if linear network, several if branched); whereas during the backward sweep, currents and voltages depend on the parent node. Although the network model is implemented and available in No-MASS, its demonstration is out of the scope of this paper.

**Agent representation**

In the initial methodology of No-MASS, household occupants were identified as software agents. In extending No-MASS to handle D2D interactions, electrical appliances and energy systems are represented as an agent sub-class. Each agent has an ID, a peak power (either for demand or supply) and a priority of service. Also, the operation starting time and profile can be calculated (type of prediction depends on the type of device).

During each time step, each device communicates the amount of energy (power integrated over the duration of the time step) to be requested or delivered. First, energy from our PV panel is allocated to appliances based on their priority. Any shortage is provided (perfectly) by the upscale grid. When an electrical storage device is unavailable, any surplus is exported to the grid. When it is available, the battery can be charged using excess PV energy, and can be later discharged to run electric appliances when price conditions favour this strategy.

**Agent learning for DR optimisation (R3)**

In this particular work, we focus on load shifting and optimal electrical battery operation as a means to maximise locally generated energy. To achieve this, a reinforcement learning algorithm is implemented in two types of the agents: a) shiftable appliance agents, that can be regulated autonomously: washing machines and dishwashers, and b) battery agents, that learn optimised charge and discharge operation.

**Load Shifting Optimisation**

The core idea for appliance-reschedule is depicted in Figure 4. For each time step, the switch-on model is run. When a switch-on event is predicted, the profile of use and the new starting time are calculated.

**Battery charge and discharge**

Our battery has been implemented to charge whenever there is a surplus of PV power available (supply > demand), before it is exported to the grid (whilst storage capacity is surpassed). For the discharge process, the battery has been configured to relieve peaks of high demand that require electricity imports. The battery learns when the highest hourly peak demand $P_{grid,import,MAX}$ and whilst imports from the grid exceed some threshold (currently 70%) of this de-
mand: \( P_{\text{grid,import}} > 0.7 P_{\text{grid,import,MAX}} \). Otherwise, it learns to turn itself off in that hour, storing the remaining energy for peak periods. This fairly primitive (dis-)charging strategy is defined in Figure 5. We plan to refine this strategy to also consider (dis-)charging from the grid (dashed lines in Figure 5); again while price conditions are favourable.

Figure 5: Power flows.

Q-learning algorithm

There are multiple algorithms available for reinforcement learning. Q-learning algorithms [Watkins 1989] are one of the most widely used, with their major advantage being their great simplicity. They require a minimal amount of computation and, on its basic formulation, they can be expressed by single equations [Sutton and Barto 1998], and easily implemented in computer programs. Q-learning algorithms [Watkins 1989] allow agents to learn a response from a reward, to an action. This allows agents to develop an understanding of their preferences over time. An agent learns the best action in a given state by trying every action in a state and updating the expected reward with the actual reward for that action. This is particularly useful, compared to other machine learning methods, for modelling appliance shifting, as the appliances can test different strategies for maximising their reward where there is a clear link between an action and a driving stimulus. For example, does a chosen action (turn on at a later time) reduce peak power demand over a time-period. This is a quick and effective methodology that would be difficult to model through rules due to the complexities involved, especially when considering multiple shifting appliances. Each appliance would need its own set of rules to ensure they would not turn on at the same time, whereas Q-learning allows them to learn their own preferences, considering other appliance demands. In Q-learning algorithms, an agent chooses an action at a given state based on a Q-quantity, which is a weighted reward based on the expected highest long term reward [Watkins 1989]. The Q-quantity is defined for each state-action combination, creating a Q-table. The values in the Q-table are updated each time an agent selects an action. Let \( s_t \) express the agent’s state at time step \( t \), and \( a_t \) a chosen action. Using this information, the Q-value for the corresponding combination of \( (s_t, a_t) \) is updated:

\[
Q_t(s_t, a_t) = Q_t(s_t, a_t) + \alpha [r + \gamma \max Q(s_{t+1}, a)] - Q_t(s_t, a_t),
\]

where \( r \) is the reward function, \( \alpha \in (0, 1) \) is the learning rate and \( \gamma \in (0, 1) \) is the discount factor. The discount factor specifies how soon the agent cares about the reward: near terms goals when \( \gamma \sim 0 \) (myopic agent), otherwise long term rewards when \( \gamma \sim 1 \). Moreover, the selection of an action is not completely deterministic, but uses an epsilon-greedy approach: the best action is selected with 1 – \( \epsilon \) probability, and a random action is selected otherwise. For instance, if \( \epsilon = 0.1 \), the (currently) best action will be adopted 90% of the time. This randomness is introduced so that the agent explores more in order to discover the best action over the whole period of time.

For an appliance agent, we map the state (hour of the day) to an action (future hour of day to initiate the appliance). This creates a mapping of 24 hours to 24 hours making the Q-table space of 576 combinations in size. An example of a profile shift might involve calculating whether at state \( s_t \) the appliance is required to be turned on (e.g. the dishwasher is loaded and ready). If so the appliance demand profile should be calculated using the large appliance model. However this should not yet be initiated. Instead the Q-table should be used to retrieve a time (action) at which the appliance programme should be initiated (see Figure 5).

The effectiveness of the learning process is highly dependent on the selected parameters \( \alpha, \gamma \) and \( \epsilon \). Moreover, the reward function \( r \) can consider different variables of interest, such as cost, autonomy or voltage stability, allowing to use the same methodology to explore a range of objectives. Convergence of the learning process is achieved when the Q-table no longer changes its best values between simulations.

Reward function. For the purpose of this paper, the reward function consists of two components:

1. The inverse of a cost signal (effectively then an income signal), based on indicative prices for energy imports. A Time-Of-Use (TOU) tariff is tested, with three different pricing periods: on-peak (between 7-9h and between 16-21h), off-peak (at night between 23-7h), and mid-peak for the rest of the day. In Figure 6 the TOU signal is related to an averaged Real Time Price (RTP) signal. Values of the tariffs have been normalized.
[0, 1], since only relative differences are useful for the learning algorithm.

2. In the case of load shifting, punishment when the service is not satisfied on time (the washing cycle is not complete within the delivery-time-constrained window).

Simulation: maximise self-consumption

In this section we present the results of simulating a household with a single professional resident occupying a detached house using No-MASS. Our objective is to maximise the utilisation of energy converted by a 3.8kW-peak PV panel installed on the roof by a set of large and small appliances, including electrical heating, connected to a 2kWh electric storage system. Note that we aim to present a proof-of-concept of the integration of DR techniques with No-MASS; for that, in the results presented below there is no building simulation involved.

To this end we use price-incentive based DR control strategies to: a) re-schedule autonomously controlled washing machine and dishwasher appliances; b) charge and discharge the battery. In both cases, device operation can be tuned using a tariff signal that fosters the switch on of autonomous appliances whilst sunshine is likely, and the charging of thebattery whilst there is excess PV generation. This operation is aimed to maximise self-consumption over time, while reducing on-peak demand (as defined in Figure 6).

Self consumption (SC), also referred to as a load matching index (Salom et al., 2011), can be defined as the ratio of power use from on-site generation to the total power used, as expressed in equation 2. It is inversely related to the amount of PV power exported to the grid.

\[
\text{Self Consumption(\%)} = \frac{P_{\text{demand from PV}}}{P_{\text{demand}}} 
\]

Although maximising self-consumption is our goal, this is not formally optimised by our Q-learning algorithm (eq. 3), as it is not explicitly expressed in our reward function. But this is indirectly achieved through the tariff signal, (Figure 6), through which we pay a low price whilst using off-peak centrally-generated energy and close to zero for locally generated energy. In this way, smart appliances learn to turn on during low-cost periods.

Results

Three scenarios are presented for comparison: first, the base case, where the models and systems are run without shifting demand and without considering a battery. Second, appliance re-scheduling capabilities are added to the base case. Third, a battery system is also considered. These three scenarios are simulated for winter and summer (heating not necessary).

Each simulation runs for a period of one week. To account for the stochasticity in the calculations, results are presented as a distribution from a set of replicates: 200 for each scenario. Where agent learning is involved, the Q-learning algorithm requires training to populate the Q-tables. For the work presented here, a learning period of 300 weeks was necessary. This may seem long, but it is understandable, given the nature of the events: a turn-on of the washing machine or dishwasher will seldom occur more than once a day, and very rarely more than twice. Efficient learning needs a large sample of events, and will thus need a relatively long learning period. However, this period could be reduced by defining fewer states and actions, thus reducing the dimensionality of the Q-table. A graphical example of a $24 \times 24$ Q-table is presented in Figure 7, in which each pixel is false coloured according to the q-value of an action from its state $s_j$ to $s_{j+1}$. Shifting to peak times (7-9h and 16-21h) has a smaller reward (darker pixels) than shifting to sunshine hours, or off-peak (23-7h) times.

One day of winter simulation is presented in Figure 8. The electrical demand consists of large appliances, small appliances and heating (delivered by an electric heating system). Demand coming from shifted

\[\text{Figure 6: Reward function uses price signals.}\]

\[\text{Figure 7: } 24 \times 24 \text{ Q-table. The units of the legend correspond to reward values, derived (as explained above) from the tariff unit price.}\]
devices (washing machine and dishwasher) and heating demands are indicated by shading. It can be seen that the total load is comparable to the amount of energy generated on-site. However, occupants schedules and their main use of electrical devices does not always occur during sunshine hours. Nevertheless, it can be seen that part of the flexible load has been shifted to the middle of the day where it can operate using locally converted power.

When a battery is available, the excess of solar energy is stored. Thus, the charging power (limited to 1kW) is shown at the bottom of Figure 8.

As a consequence of the introduction of the TOU tariff, we can simulate how the DR algorithm adjusts when electricity is consumed from the grid. For our three-case scenario, results of the weekly energy grid import at the different tariffs, as well as PV export, are represented for summer and winter in Figure 9 (the bars represent average values for a set of 200 simulations). Our first observation is that the introduction of the tariff scheme is efficient in reducing the on-peak grid imports, in both summer and winter periods. Furthermore, a mean of over 13kWh is stored. Thus, the charging power (limited to 1kW) is introduced. 70% reduction is obtained for the summer simulation. This shows that storage systems can play a significant role when considering the electrical autonomy of distribution networks. Also, although the algorithm employed is relatively simple in its formulation, it is nevertheless very efficient in reducing on-peak and (modestly) mid-peak grid imports, whilst maintaining cheaper off-peak imports and maximising the use of solar energy. The increase in self-consumption (equation 2), by 82% and 86% with respect to its initial value in winter and summer, respectively, is more clearly presented in Figure 10.

Figure 9: Import and export for the three scenarios, for summer and winter.

However, the reduction obtained only with the shiftable appliances is very modest. This is partly because the two appliances considered represent a small proportion of the total energy demand; suggesting that further shiftable autonomous devices should be considered to better understand the potential for this strategy, and/or that new tariff structures are explored that encourage this behaviour.

At present we are simply evaluating the utility of this platform for the case of a single building. But if we were to simulate an entire district of buildings connected to an LV network downstream of a substation, doubling their cumulative on-site energy use from 15% to almost 30% would have a considerable impact on upstream demands.

Figure 10: Self consumption index for the scenarios, for summer and winter.

As the number of buildings (and consequently agents) increases, so does the complexity of the multi-agent approach. An extra layer of coordination needs to be added to the architecture, to make the agent learning efficient by limiting the number of communication channels between agents to those strictly necessary. Multi-building simulation using No-MASS will be studied in the future. Preliminary tests suggest...
that No-MASS/DR is able to simulate at least 100 buildings.

The way that No-MASS/DR has been developed allows to a flexible configuration of the systems and models used, through a XML file. In the proof-of-concept presented here only those models related to electrical energy use and DR were selected, but the general version of No-MASS contain models to simulate person-to-person interaction, as well as person-to-device.

Conclusion and future work

In this paper, we have described and evaluated an e extension to the multi-agent stochastic simulation platform No-MASS to support the simulation of demand response strategies.

The prior focus of No-MASS was on the integration of models of occupants behaviours with building simulation software, in particular with EnergyPlus. Our hypothesis was that the No-MASS’s underlying software architecture, and many of the modelling techniques already utilised within it, are readily extendable to handle DR simulation (simulating device-agents in addition to occupant-agents). Although only for a simple case of a single building, we believe that we have successfully tested this hypothesis.

In particular we have demonstrated the integration of price-based Demand Response strategies to optimise for load-shifting and the charging and discharging of a battery, by incorporating learning abilities into our device agents. Q-learning has been proven to be a successful candidate for that task, although other methods should be tested in the future.

More specifically, when applied to our individual house case study that utilises time of use tariff structure, this learning algorithm has effectively: shifted demand to from on- and mid-peak periods to off-peak periods, particularly when combining shiftable demand devices with battery storage; doubled the self-consumption percentage (the fraction of energy demand that it satisfied by on-site generation).

In a more realistic situation, the heating system was done with a long delay since the compressor was last enabled).

Although we believe that we have successfully demonstrated this proof-of-concept there is considerable scope for improvement to this framework. In particular with respect to (and still only considering requirements R1 to R3):

1. The battery model should be improved to model state-of-charge dependent losses.
2. In this work, battery and heating demand have been combined to reduce on-peak grid imports. In a more realistic situation, the heating system can be considered as an additional learning device on its own, that contributes to the global goals. More sophisticated reward functions for charge and discharge of the battery need to be tested for this.
3. For islanded scenarios in which power cannot be drawn upstream of the mains network, a formal bidding mechanism needs to be integrated, favouring devices of relatively high priority when reserves are limited (e.g. emergency lighting, or freezers that have undergone a long delay since the compressor was last enabled).
4. Alternative tariff structures should be explored that better favour self-consumption.

Looking further to the future (R4 to R6):

4. No-MASS should be generalised to solve for multiple buildings (both occupant-agents and device-agents) simultaneously; these buildings being inter-connected via our LV network model.
5. The above tariffs might also consider local network integrity, when the LV model is utilised as intended.
6. Empirical evidence from DR field trials should be used to predict the extent to which users are willing to: a) devolve control to autonomous devices, and b) adjust their behaviours in response to information (e.g. tariff and/or CO2 emissions) feedback.

Finally, field trials to test the validity of this new more general multi-agent stochastic simulation framework are necessary to prove and compare real-world demand response scenarios with the results produced by our simulation platform.
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